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Abstract: We identify five general principles for measuring school performance and show 
that, even in the age of ESSA, state governments are still mainly holding schools 
accountable based on student achievement levels and therefore apparently violating two 
principles: (a) that the mission of schools is to prepare students for long-term life 
outcomes; and (b) that accountability will be most effective when holding schools 
accountable for that which they can control. Moreover, we show that the violation of these 
principles has consequences for schools. Using statewide student-level data from 
Louisiana, we show how sensitive performance measures are to alternative performance 
measures that more closely follow the above two principles (albeit with some potential 
trade-offs with other principles). Adding college entry to a high school performance 
measure that is equally weighted between test scores and high school graduation, for 
example, leads about one-quarter of schools to switch performance categories. Switching 
from test score levels-only to an equal weight between levels and value-added has a 
somewhat smaller effect. We also carry out simulations that quantify the improvement in 
student outcomes from switching from levels-only to an equally weighted combination of 
levels and value-added across all student outcomes (not just test scores), under a state 
intervention policy. The results suggest that there is room for improvement in the next 
generation of school performance measurement and school accountability, improvements 
that would help raise actual student outcomes.  
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I. Introduction 
 
 Accountability for student outcomes represents arguably the most important 

education policy trend of the past quarter-century. Many states instituted such plans during 

the 1990s, and these had some impact on student outcomes (Carnoy & Loeb, 2003). In 

2001, Congress required test-based accountability by passing President George W. Bush’s 

signature proposal, No Child Left Behind (NCLB). Among other things, the law subjected 

schools in all states to a gradually intensifying cascade of interventions in schools not 

meeting Adequate Yearly Progress toward the goal of 100 percent proficiency (Jennings & 

Renter, 2006; Dee & Jacob, 2011).1 More recently, while the focus on test scores has 

continued in law and in practice, the Every Student Succeeds Act (ESSA) has eliminated 

the 100 percent proficient goal and given states more flexibility over many of the details, 

including the types of school performance measures they use (Klein, 2016). The present 

study is designed to help state policymakers better understand the trade-offs involved when 

choosing different types of school performance measures and therefore to help them design 

accountability systems to better meet their own objectives.  

 One contribution of the present study is to show that the design of performance 

measures for accountability, such as those in NCLB and ESSA, can be informed and 

guided by general principles. Research from psychology and management (DeNisi & 

Pritchard, 2006), as well as political discourse about accountability, suggests that a variety 

of principles are relevant. While it would be difficult to develop an exhaustive list, we 

propose five principles as a starting point. The construct of performance is defined as: (1) 

outcomes that are predictive of students’ long-term life outcomes; and (2) what educators 

can control. Moreover, the measures of these constructs should be: (3) valid and reliable; 

(4) inexpensive; and (5) simple and intuitive. 

																																																								
1 Strictly speaking, states could avoid these requirements by forgoing federal Title I funding, but no state was 
willing to sacrifice these funds. 
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 In addition to explaining the underlying rationale for these principles, we attempt to 

highlight the trade-offs involved, both in theory and in practice. For example, one way to 

follow principle 1 is to hold schools accountable for college entry, but depending on how 

this is implemented, doing so may come at the expense of principle 2. Likewise, shifting 

toward value-added measures would help satisfy principle 2, but perhaps at the expense of 

principle 5 related to simplicity (Harris, 2011). 

 Whether any given trade-off is worthwhile depends in part on how much 

performance measures actually change. Do performance measures and school ratings 

change much when we increase the weight given to measures, such as college entry, that 

predict long-term life success and/or when we hold schools accountable for what they can 

control using value-added measures? The answer is not obvious. The degree to which 

adding any measure changes performance measures depends, as we show, on the 

correlation between the old and the new measures. The correlations among some common 

measures are relatively high, and this keeps the performance measures from changing 

dramatically. We also show that school performance measures are subject to diminishing 

returns; that is, policymakers can keep adding measures, but each additional measure has 

less practical impact on actual performance ratings.  

 These potential changes in today’s school performance measures, to the degree they 

reflect improved validity, could lead to better actual school performance through at least 

three pathways: (1) high-stakes accountability may lead governments to intervene in 

different schools; (2) improved performance measures send more accurate signals to school 

leaders about their performance and the success of their practices and school improvement 

initiatives; and (3) parents, armed with better information, are more likely to choose 

schools (directly or indirectly through housing choices) that are higher-performing. While 

there is conflicting evidence about just how much families pay attention to common 

measures like test scores and graduation when choosing schools, research consistently 

shows that families do respond to this information to some degree, both in traditional 
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district systems where school choice is driven by housing choices (e.g., Black, 1999; Figlio 

& Lucas, 2004) and in newer choice-based systems (Harris & Larsen, 2016; Glazerman & 

Dotter, 2017). In short, mismeasurement of school performance has real consequences for 

the actual school performance that students experience and therefore for student outcomes.  

 We quantify the practical impact of the first of these mechanisms through a policy 

simulation. Suppose that policymakers close or take over the bottom five percent of 

schools for each of four consecutive years (as occurred recently in New Orleans) and that 

we wish to compare an accountability system that includes only test score and high school 

graduation levels (equally weighted at 1/2) with one that has four measures: test score 

levels, test score value-added, high school graduation levels, and high school graduation 

value-added (equally weighted 1/4 each). Moving to this new composite measure would 

increase actual school performance in the bottom 20% of schools by 0.4 percentiles and 

increase those schools’ graduation rates by 0.4 percentage points. While these could be 

interpreted as small effects for such an aggressive policy, it is important to recognize that 

this policy has essentially zero economic cost. The effects also ignore the ways that better 

performance measures could improve student outcomes through other mechanisms (school 

choice and internal school improvement), effects that are more difficult to simulate.  

 We make four main contributions: (a) outlining the principles of performance 

measurement and their trade-offs; (b) showing that state ESSA plans violate some of these 

principles; (c) proposing ways to better align school accountability with at least some of 

the principles (adding college entry and value-added, and applying value-added to 

measures beyond test scores); and (d) showing the potential practical implications of these 

solutions through simulations of closure and takeover policies. Some elements of part (c) 

have also been explored by McEachin and Polikoff (2012), but we take this further is 

simulating the effects on student outcomes.  

 In Section II, we describe the principles of performance measurement in more 

detail. This is followed by a brief summary of our statewide, student-level, longitudinal 
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data (Section III). Section IV presents results comparing test levels to high school 

graduation and college entry levels. Section V briefly describes the various value-added 

models we estimate. Section VI shows the correlations between test score value-added and 

test levels. Finally, to test the practical implications of this, we simulate in section VII the 

effects of a state intervention policy giving more weight to value-added. Section VIII 

concludes.  

II. Principles of School Performance Measurement 

II.A. Five Principles 

In this section, we list the principles, elaborate on the reasoning behind them, 

highlight their interconnections, and introduce some possible ways to improve alignment 

between actual accountability and the principles.  

1. Performance measures should focus on what society expects schools to 

accomplish, particularly to produce outcomes that are predictive of students’ long-term life 

outcomes. What specific long-term outcomes are most important to society is a matter of 

philosophy, but there seems to be little debate that schools should focus on preparation for 

adulthood, broadly defined.2  

2. Performance measures should focus on what educators can control. This is 

closely related to the “cardinal rule” of accountability (Harris, 2011) and is rooted in the 

idea that holding people accountable for factors outside their control reduces response and 

may reduce motivation (DeNisi & Pritchard, 2006).3 The principle has two important 

implications: (a) that we have to isolate the contributions to student outcomes made by 
																																																								
2 This principle also rests on the assumption that accountability-induced improvement in student outcomes 
that are predictive of long-term life success holds the best prospect for increasing actual long-term student 
outcomes. This may not be completely true as attaching stakes to any measure leads to distortions in 
outcomes (Campbell’s Law), e.g., high-stakes math tests predict long-term outcomes less well than low-
stakes tests. However, this problem arises with all measures to which stakes are attached, not just those that 
are strongly predictive, so the assumption is plausible. 
3 DeNisi & Pritchard (2006) write, “Performance management and performance appraisal systems that 
strengthen the perceived connection between actions and results will be associated with a higher level of 
performance improvement” (p.265). A corollary to this principle is that we should hold schools partly 
accountable for factors that are partly within their control (Harris, 2011). 
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educators from those made by students themselves, their families, communities, and others; 

and (b) that student outcomes need to be proximal in time to the time educator actions 

occur. If we are trying to measure educators’ performance in time t, but the outcomes arise 

in period t+x, then x should be as small as possible. The most obvious reason for this is that 

the educators in a school in time t might not be working in the given school many years in 

the future.  

 These first two principles are the focus of the present study and help define the 

construct of school performance. These are not the only principles that matter, however: 

3. Performance measures should be valid and reliable. We mean this in the sense 

that the measures capture the construct on average and that there is limited random error. 

Math tests should measure the relevant math skills with a high degree of precision, for 

example. As we discuss later, any form of error in performance measures can be 

problematic in accountability.4 

4. Performance measures should be inexpensive. This is a matter of simple cost-

benefit analysis. Resources devoted to performance measurement cannot be used for other 

aspects of the educational enterprise.  

5. Performance measures should be simple to understand. This principle, suggested 

by some scholars of school accountability (Deming and Figlio, 2016) as well as general 

personnel performance assessment (e.g., Bowman, 1999), is partly rooted in evidence that 

people have limited cognitive ability and are therefore constrained in their ability to 

process vast quantities of information and therefore that decisionmaking suffers under 

heavy cognitive loads (e.g., Sweller, 1994; Deck & Jahedi, 2015). However, note that this 

principle 5 is really about what happens when providing more information for a given set 

of decisions (e.g., improving educational practice in schools), which themselves may be 

																																																								
4 Note that since we are focused on school-level performance, and averaging outcomes across large numbers 
of students, reliability of the testing instrument may not be a great concern. As we discuss later with value-
added, however, this is not the only immediate source of random error.  
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inherently complex. While we could not find direct evidence on this point in the context of 

personnel performance appraisal, there is some prior evidence that providing more 

information can lead to worse consumer decisions (Keller & Staelin, 1987; Ariely, 2000).     

As noted earlier, there are trade-offs among these principles in practice. The 

measures most within educator control may not be predictive of students’ long-term 

outcomes (principles 1 and 2). Adjusting measures to be within the control of educators 

may make the measures more complicated and costly (principles 2, 4 and 5). Using 

outcomes that arise in the future, such as earnings may also increase measurement error 

because it can be harder to track these outcomes over long periods of time (principles 1 and 

3). 

 To be clear, the above list of principles focuses on creating performance measures 

for purposes of accountability. It therefore omits principles regarding the design of the 

performance incentives that might be attached to those measures, which can range from 

providing public information to dismissing schools principals to closing schools. Also 

omitted from the list are principles of formative performance assessment, a related and 

equally important topic that is beyond the scope of the present analysis. 

II.B. The Principles and State ESSA Plans 

 It is not obvious that the current state and federal accountability systems optimally 

balance these principles. Throughout a quarter-century of state and federal expansion and 

changes in test-based accountability, state and federal policies have violated principle 1 by 

focusing narrowly on student test scores even though other academic and school-age 

outcomes, particularly years of education are predictive of students’ long-term outcomes 

(even after controlling for test scores).5	 High school graduation is now required as a 

performance measure at the high school level, and there is clear evidence that high school 

																																																								
5	Test score levels are correlated with individual career success (Kuncel, Hezlett, & Ones, 2004) and 
macroeconomic growth (Hanushek & Woessman, 2012), but so are other outcomes.	
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graduation also meaningfully affects life outcomes (e.g., Levin et al., 2007).6 Test scores 

and high school graduation also have the advantage of being perceived as primary goals (or 

proxies for goals) of schooling and, for that reason, they are widely measured. Equally 

strong cases can be made for school attendance (Finn, 1989; Halfors et al., 2002; Harlow, 

2003; Rumberger, 1987) and college entry (Kane & Rouse, 1995; Goldin & Katz, 2008; 

Heckman, Humphries, & Veramendi, 2016), both of which strongly predict life success 

even after controlling for other outcomes.7   

 Principle 2 has also been consistently violated in modern accountability systems. 

The problem is that students start school with different levels on most outcomes (including 

test scores), implying that some schools would be expected to improve student outcomes 

far more than other schools (e.g., Kane & Staiger, 2002; Weiss, 2008; Harris, 2011; 

McEachin & Polikoff, 2012). This creates a “starting gate inequality” that rewards schools 

through higher performance measures because they serve more advantaged students and, 

perversely, punishes schools that serve students most in need.8  

 In this study, we consider ways of measuring school performance that are more in 

line with these principles. First, states can collect data on measures that have potentially 

higher predictive validity with regard to students’ long-term success and include these as 

part of school performance measures. Second, states can shift some of the focus from 

outcomes levels to value-added, i.e., take into account students’ predicted outcomes when 
																																																								
6 High school graduation was added as a federal requirement years after NCLB passed, not because this was 
an important outcome, but to dissuade high schools from raising their scores by pushing out students who had 
low scores (Swanson, 2003). 
7 It is somewhat difficult to say whether test scores are more or less predictive because they are on different 
scales than college and other outcome measures. This can be addressed through measures of explanatory 
power such as the R2, but we are not aware of such evidence for the measures that are commonly considered 
for accountability purposes. A partial exception is Murnane, Willett, & Levy (1995) who find that the return 
from a one standard deviation increase in (low-stakes) test scores is 1.3 percent per year and the return to a 
year of schooling is 3.7 percent per year (these estimates are from the same model). From Baird and Pane 
(2018), a one standard deviation increase in test scores annually, during the middle or early years of high 
school, is roughly 0.25 “years of schooling.” Setting aside the problems with translating test gains in this 
manner (Baird & Pane, 2018), these results imply that the return to a year of schooling (3.7 percent) is 
slightly lower than the return to an equivalent change test scores (1.3/0.25=5.2 percent), but still substantial.  
8 The term “starting gate inequality” is borrowed from a report by Lee and Burkham (2002) on the related 
topic of inequalities at the start of kindergarten. 
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judging actual outcomes (Kane & Steiger, 2002; Harris, 2011). This has the effect of 

largely eliminating the starting gate inequality and focusing on what schools actually 

contribute (e.g., Chetty, Friedman & Rockoff, 2014).  

 In theory, the passage of the federal ESSA law freed up states to pursue these 

and/or other solutions. Our analysis shows that this has occurred, but only to a limited 

extent.9 In reviewing states’ ESSA plans, we find that the most common measure states are 

adding to their performance metrics is school attendance (Table 1).10 While there is 

correlational research linking attendance to long-term outcomes (Finn, 1989; Halfors et al., 

2002; Harlow, 2003; Rumberger, 1987), and attendance is easy to add because it is already 

widely measured, it is noteworthy that the strongest predictor of life outcomes—college 

enrollment11—is still largely omitted. Only three states mention college outcomes in their 

ESSA plans (Connecticut, Rhode Island, and Vermont). Table 1 shows which states are 

planning to include which measures.  

 While value-added measures are gradually gaining acceptance, our analysis shows 

that only 34 states are using value-added-like measures that address the starting gate 

inequality problem. Ten of these states, however, are also planning to use “growth-to-

target” or “growth-to-proficiency.” As with the original test levels in NCLB, researchers 

have pointed out that this alternative approach is quite different from measuring value-

added (Weiss, 2008; Weiss & May, 2012). Growth-to-target yields results very similar to 

proficiency itself because students who are not on track are also those with low test score 

levels, recreating the problem of using levels alone (Harris, 2011). This fact, not being 

widely recognized, has led states to rely on growth-to-target, perhaps in the mistaken belief 

that it addresses the problem with test levels, or that is represents a sort of compromise 

																																																								
9 For additional analyses of state ESSA plans see, for example: Martin, Sargrad, & Batel (2016) and Aldeman 
et al. (2017). 
10 The table also shows that progress for English language learners is a very common metric, though this 
represents achievement for a particular subgroup. It is not really a different outcome. 
11 This is generally measured in research as years of education. See Wolfe and Haveman (2002) for an 
extensive review of the positive individual and social (external) benefits of years of education. 
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between levels and growth. Also, note that, of the 24 states that are clearly using value-

added (and not a mix of this with growth-to-proficiency), only 10 are weighing value-

added more than 40 percent.   

 A related issue is that, with the additional measures states are considering, such as 

attendance, there has not been much consideration to applying value-added. 

Fundamentally, value-added calculations represent differences between actual and 

predicted outcomes, and essentially all student outcomes are somewhat predictable from 

past outcomes and student background. While the recent debate, and the discussion above, 

has been about using value-added with test scores, this can also be applied to high school 

graduation, attendance, college entry, and other measures.12  

 When we broaden our view to include all five principles, it is clear that there are 

trade-offs and that no measure is perfect. For example, at the extreme, we could hold 

schools accountable directly for students’ adult outcomes, such as voter participation, 

employment, and incarceration, but these would not be proximal to teacher behavior. The 

longer we have to wait to observe outcomes, the more likely it is that these outcomes are 

outside the control of current educators. That is, the cardinal rule of accountability is not 

just about the role of non-school factors affecting outcomes, but about the timing of those 

outcomes and whether they can be measured while educators are still in the schools being 

held accountable.  

 In what follows, we measure the degree to which violating these principles is 

practically important by examining policy options that attempt to address these 

weaknesses. As we will see, college entry represents a type of middle ground—an outcome 

that narrowly occurs after K-12 schooling but which is still clearly within the control of 

																																																								
12 The application of value-added to dichotomous measures is often called “risk-adjustment” and is applied 
increasingly in health care accountability (DesHarnais et al.,1998).  
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schools and predictive of long-term life outcomes.13 We also address the reliability issues 

with value-added by averaging across years.  

III. Data and Performance Indices 

           Most of the data used in the analysis were provided by the Louisiana Department of 

Education (LDOE) and include a panel of student-level data that tracks enrollment and 

achievement in all Louisiana publicly funded schools. The student-level data also provide 

other information about race, gender, grade level, free or reduced priced lunch status, 

special education status, and English language learner status. While performance measures 

such as test scores, high school graduation, and college entry are from 2010 to 2014 school 

years, we use prior years to obtain lagged test scores (8th grades test scores for high school 

analysis) for the estimation of equation (3).  

           State standardized tests (LEAP and iLEAP) are given in the spring to all students 

enrolled in grades 3-8. High school student, during the years in this analysis, were required 

to pass the Graduate Exit Exam (GEE) or End-of-Course tests (EOC) in order to graduate 

from high school.14 All test scores are standardized by test, year, grade, and subject (math, 

English language arts (ELA), science, and social studies for grade 3-8, and math, ELA, and 

science for high school) within Louisiana to have a statewide mean of 0 and standard 

deviation (s.d.) of one.  

We created the graduation indicator based on students’ last exit codes. Students are 

coded as a “graduate” if they either exit or complete some type of degree or credential. The 

most common type of completion by far is graduation with a regular diploma, but we also 

																																																								
13 In elementary schools, the equivalent would be to use performance in the first grade of middle school. 
14 The state of Louisiana was transitioning its testing system during the years of our analyses. Therefore, we 
use whichever tests are available in each year. Specifically, we use EOC math scores through 2011 to 2014 
spring years, use GEE ELA scores for 2011 spring year and EOC ELA scores through 2012 to 2014 spring 
years, and use GEE science scores for 2011 and 2012 spring years and EOC science scores for 2013 and 2014 
spring years. 
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include GED, certificate of achievement, or other forms of completion as these are 

included in Louisiana’s accountability system. 

Data on enrollment in college came from the National Student Clearinghouse 

(NSC). College entry is coded as one if students are found enrolled in any college and zero 

otherwise. The college data are only available for high school graduates. We assume that 

all non-graduates do not attend college. We restrict the high school analysis to schools with 

actual enrollment per grade more than 15 students. This is mostly to exclude alternative 

schools, which have different objectives and are often treated differently in accountability 

policies.  

We use these data to create different types of performance measures. States usually 

create composite indices of the following general form: 

𝑃! = 𝛼!𝑋! +⋯+ 𝛼!𝑋!    (1) 

where 𝑃! is the composite performance measure of school s.  For simplicity, we assume 

that all the components of the composite measure 𝑋!,… ,𝑋! are on the same scale so that 

the weights sum to one ( 𝛼!! = 1). If policymakers are attempting to maximize some 

index of students’ long-term outcomes 𝑌 then these weights should be proportional to their 

contributions to 𝑌.  
 States are required to give schools into performance ratings based on specific 

standards for the performance index.15 We use Louisiana’s method of assigning letter 

grades (A-F without E) for the performance ratings. 

IV. The Effect of Adding Additional Outcomes 

IV.A. Correlations and Diminishing Returns 

																																																								
15 As explained in the notes to Table 1, some states do not use performance indices and instead use a series of 
decision rules, from which weights can sometimes be inferred. 
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 We start by examining the issue of multiple measures/outcomes. Federal law 

requires that states use test scores for all schools. At the high school level, we also examine 

the effect of adding high school graduation to performance measures that already include 

test scores, as the federal government began requiring in 2003 (Swanson, 2003). We also 

go a step further and add college entry (Harris, 2015). Our analysis in this section focuses 

on high schools because our elementary/middle school data include only one measure that 

is commonly considered for accountability.     

 A key policy question is: What is the (marginal) contribution of adding measure 𝑋! 

conditional on the vector of already included measures 𝑋!,… ,𝑋!!! ? The short answer is 

that this depends on the covariance matrix of the various measures, including both its 

dimension (the number of measures already included) and the magnitude of the covariance 

between each already included outcome and the new outcome. Adding a new outcome that 

is correlated with already included ones will generally add less information than one that is 

weakly correlated with the already included outcomes. By “adds less information,” we 

mean it has a greater impact on the composite performance measure (and 𝑌) than one that 

has a higher correlation.  

 As a general rule, student outcomes tend to be highly correlated with one another, 

though they are less so with intermediate outcomes. For example, the correlation between 

school-level attendance and achievement proficiency rates in Ohio is in the range of +0.54-

0.78 depending on the grade (Roby, 2004). Student satisfaction and student achievement 

levels, on the other hand, are less correlated, in the range of +0.10-0.20 (Ostroff, 1992).16 

The weaker correlation with student satisfaction is most likely due to the fact that the two 

outcomes reflect quite different types of constructs (an opinion versus a skill). Survey 

measures also tend to be highly correlated with one another. (We do not unfortunately have 

																																																								
16 The correlations in the Ostroff (1992) study are less comparable to those discuss elsewhere in this study 
because they do not average test scores across subjects. Averaging would likely increase the correlations 
somewhat. 



	 14 

access to either attendance or survey data in the analysis that follows, but, as we explain 

later, this does not affect the analysis much, as the point of the analysis is that the effect of 

adding any measure is driven by the correlations, not the specific measures).  

 The importance of the correlation between any two measures also depends on how 

many other measures are included. As a general rule, and as the prior and subsequent 

evidence shows, essentially all student outcomes are positively correlated, so that there are 

likely to be diminishing marginal returns to information.17 The intuition behind this is 

easiest to see at the extremes: if we add another measure that is perfectly correlated with an 

already included measure, then there is no new information.  

 Figure 1 uses a simulated data set to show visually that there are diminishing 

marginal returns.18 The y-axis shows the percentage of schools that receive the same 

performance rating when an additional measure is added. (Being at the very top of the y-

axis therefore means that adding the measure has no practical impact.) The specific shape 

of the diminishing marginal returns depends on the correlation. When the correlations 

among all the potential measures are all +0.9, the percentage of schools receiving the same 

performance rating flattens out after the fourth measure is added.  

 While not obvious from the figures, it is important to point out that whenever a new 

measure is added, the weights on all the already included measures have to change. For this 

reason, even adding a measure that is perfectly correlated with another measure, though it 

would not add new information per se, would still change the performance index by re-

weighting the components.  

IV.B. Analysis of Correlations in Louisiana Data 

																																																								
17 One can construct negative correlations of course (e.g., between dropout and test scores), but what we 
mean here is that measures for which more is better are positively correlated (dropout can be replaced with 
graduation, which is the positive version of dropout). 
18 For the simulation, we created multiple data sets of 1,000 (school) observations where the correlation 
among all the measures is exactly the same (and as specified in the legend at 0.3/0.5/0.7/0.9). Regardless of 
the number of measures (or correlations), all the measures are equally weighted (i.e., the weights always sum 
to unity).  
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 Our analysis of the Louisiana data focuses on high school test scores (Test), high 

school graduation (HSGrad), and college enrollment levels (College). The correlations 

among these measures are all positive, but range in magnitude: Test-HSGrad (𝜌 =+0.57), 

Test-College (𝜌 =+0.62), and HSGrad-College (𝜌 =+0.73). These suggest that high school 

graduation and college outcomes levels are more closely linked with each other than either 

is with test scores. This may be because high school graduation is a prerequisite to 

attending college. Students can have low test scores and still graduate, but they cannot 

easily go to college without graduating high school. High school graduation and college 

entry are also proximal in time—they usually occur within months of each other, whereas 

the tests are taken in grades 9 and 10.19 

 The correlations are not, by themselves, very informative about the potential 

practical impact of adding measures on schools’ performance ratings. Also, such 

correlations may be stronger or weaker at the extremes of the distribution, which are 

especially relevant in accountability systems that tend to punish very low performance and 

reward very high performance. Therefore, next, we report transition matrices that show 

how performance ratings would change, assuming that the share of schools with each of 

the ratings is held constant. We use the percentages in Louisiana, which, like most states, 

has a relatively small share of schools (eight percent) with the lowest rating of F. When 

these percentages are higher, the share of schools with the lowest and highest performance 

ratings will also tend to be higher, making the performance ratings more sensitive to small 

changes in performance measures.20 

																																																								
19 We also estimated the correlations between the various measures when switching from levels to value-
added. As expected, the correlations drop, mostly because of increased measurement error that comes with 
value-added adjustments. The Test-HSGrad and Test-College value-added correlations are cut more than in 
half with value-added (to +0.14 and +0.21, respectively). The HSGrad-College value-added correlation 
remains high, however, at +0.60. The relatively small drop in the HSGrad-College correlation suggests that 
the risk-adjustments for student demographics are quite similar for high school graduation and college entry 
(and these may be biased as well). These results are available upon request. 
20 This is because, if schools are normally distributed, a larger share of schools will be near the threshold, as 
the threshold moves closer to the mean. 
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 The transition matrices in Table 2a show that when adding graduation to test scores, 

62.1 percent of schools end up with the same performance rating, and only 2.5 percent 

change more than one letter grade. While high school graduation is an interesting outcome 

in and of itself, this is also a noteworthy case of adding a measure that has a moderate 

correlation with test scores (𝜌 =+0.57). The percent with the same rating in Table 2a is 

almost exactly as predicted by the simulation in Figure 1. 

 Next, we add college entry. In addition to predicting life outcomes, this measure is 

within the control of K-12 schools (Harris, 2015). High schools are responsible for 

preparing students for the academic demands of college and assist students in applying to 

colleges and for college financial aid. For the same reasons, using college graduation as a 

high school performance measure is questionable because the more time that has passed 

since students have left high school, the more likely it is that factors outside of high school 

control will drive student outcomes and bias school performance measures, violating 

principle 2. 

 Table 2b shows results comparing performance measures with test scores and high 

school graduation (1/2 weight for each of the two measures) with a measure that adds 

college entry (1/3 weight for each of the three). As shown in Table 2b, the effect of adding 

the third measure is nearly identical to adding the second one, with 71.4 percent of schools 

receiving the same grade (though no schools change by more than two letter grades). The 

size of this change from adding college entry may seem surprising given the higher 

correlation between high school graduation and college entry, and diminishing returns to 

information, but recall that the weights are also changing.  

  Given the weaker correlations reported above between, for example, survey-based 

measures and students’ main academic outcomes, the estimates in this section suggest a 

higher degree of stability than we would expect from students’ or parents’ qualitative 

assessments of school performance, but we leave this for future research. 

V. Value-Added Estimation 
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 In the remainder of the study, we focus on the second issue with school 

performance measures: whether levels are adjusted using value-added methods. This 

section provides a brief introduction to value-added methods, which is followed by 

sections comparing levels versus value-added measures. 

 We estimate a variety of value-added models that are now standard in the research 

literature:  

𝐴!"# = 𝑓(𝐴!,!"#)+ 𝛽𝑋!"# + 𝜃!" + 𝜀!"# (2) 

where 𝐴!"# represents student achievement for student i in school s at time t, 𝑋!"# is a vector 

of student/family characteristics, and 𝜃!" represents value-added of the test-taking school in 

year t. 𝜀!"# is a random error term. For grades 4-8, the lagged test scores are the scores in 

the previous school year. For high schools, the lagged scores are the 8th grade LEAP test 

scores while 𝐴!"# is either the GEE or EOC exam depending on the year (see above).  

 We also estimate value-added-like measures for high school graduation and college 

entry. While graduation can only occur once, and therefore lacks a lagged value for 

individual students, the logic of value-added models is to calculate an expected outcome 

for each student and then compare the actual to the predicted outcome as a measure of 

school performance. We can therefore apply the same approach to high school graduation 

as well as college entry and estimate the following model, 

𝑂!"# = 𝑓(𝐴!"!)+ 𝛽𝑋!"! + 𝛿!" + 𝜔!"# (3) 

where 𝑂!"# represents graduation or college entry indicators, 𝐴!"! represents student 

achievements in 8th grade, 𝑋!"! is the same vector of student/family characteristics as in 

equation (1), except focused on students’ 8th grade information, and 𝜔!"# is a random error 

term. 𝛿!" represents school value-added. We apply a post-estimation shrinkage adjustment 

similar to that employed by Herrmann, Walsh, and Isenberg (2016). In some specifications, 

we also add a vector of school-level-aggregated version of the variable in 𝑋!"#. In these 
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cases, we also apply the two-step procedure recommended by Ehlert et al. (2014).21 Note 

that we use fairly simple models here (e.g., OLS) because this is what would likely be used 

in state policy. 

 Many states use, and researchers advocate for, value-added measures that average 

across years in order to reduce their inherent statistical unreliability (e.g., Harris, 2011, 

2015). We follow suit and average across four years.22 While individual schools are 

affected by averaging, the overall patterns are not sensitive to averaging over time. It is the 

shift to value-added, and accounting for prior achievement, that leads school performance 

ratings to change.  

VI. The Effect of Switching from Levels-Only Toward Value-

Added 

 Below, we report the results from the estimation of equations (2) and (3) with only 

student-level covariates, applying shrinkage adjustments, and (usually) averaging over four 

years. We also carry out robustness checks involving the addition of school-level 

covariates and data averaged across multiple years. 

 

 

VI.A. Correlation between Elementary/Middle School Test Score Levels and 

Value-Added 

																																																								
21 Ehlert et al. (2014) argue that the standard value-added model cannot separately identify the school fixed 
effects and the effects of school-aggregated student characteristics, thus potentially under-correcting for the 
influence of school-level characteristics. A two-step model corrects for it. The first step partials out the 
influence of lagged test scores, student characteristics, and schooling environment controls. The second step 
regresses residuals from the first step on school dummies to yield school value-added measures. 
22 For consistency, we also average the outcome levels across four years. However, this has almost no 
influence on the results given the much higher reliability of test levels. 
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 From the above analysis, we hypothesize that the influence of adding more weight 

to value-added versus outcome levels should depend substantially on how correlated the 

two measures are. That is, from a statistical standpoint, adding a value-added measure has 

the same effect on the performance measures as adding, for example, college entry, as long 

as the covariance matrix is the same. 

 We therefore start by plotting test levels and value-added measures for all schools 

in Louisiana. The x-axis represents the value-added measure. The y-axis represents the 

school-level standard deviations of the levels measure. (While using the school-level 

standard deviation is unusual it allows us to put all the measures on the same unit of 

measure23 across the test score, graduation, and college analyses. See later discussion of 

Table 5.) Each figure has four quadrants: the lower-left and upper-right quadrants place 

schools in the same half of the distribution regardless of which measure is used. The 

schools in the upper-left quadrant are unfairly rewarded with high ratings but low value-

added while the schools in the lower-right are unfairly punished with low ratings but high 

value-added. The scatterplot in Figure 2 illustrates this relationship visually. There is a 

clear positive relationship between test levels and value-added for elementary/middle 

schools. The linear projection highlights the slope of that relationship. The correlation is 

+0.85.  

 The scatterplots reflect a complete shift from levels to value-added. However, this 

approach has two disadvantages. First, researchers who have studied value-added do not 

advocate for switching entirely to value-added.24 Second, it makes it difficult to compare 

the results for value-added with those in Section IV where we added high school 

																																																								
23 We recognize that this does not allow us to put test scores, graduation, and college entry on the “same 
scale.” By standardizing all of them to the school s.d., however, a one-unit move along the vertical axis 
moves schools the same amount in the school-level distribution. It is a relative measure. 
24 One reason for mixing the two includes the fact that testing does not start until 3rd grade, so a focus on 
value-added would create a perverse incentive of reducing 3rd grade scores in a way that increases subsequent 
growth. Also, to the extent that families use school performance measures to make schooling choices, it is 
rational for them to look partly at test levels as signals of peer influences. See (Harris, 2011) for more on this 
issue. 
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graduation with a 1/2 weight to high school graduation and 1/2 to test scores, and adding 

college entry with a 1/3 weight to college entry, test scores, and high school graduation. 

The transition matrices in Table 3 avoid these problems, showing a shift from levels-only 

to a 50-50 mix of levels and value-added. 

 The upper-left cell of Table 3 provides the percentage of elementary/middle schools 

that receive F grades using both levels and value-added, and the remaining diagonals do 

the same for the other letter grades. The off-diagonals show the schools that are affected by 

the switch to value-added. For example, 75.8% of schools maintain the same letter grade 

while only 0.1% change by two letter grades.  

VI.B. Correlation between High School Test Scores and Value-Added 

 At the high school level, the correlation between test levels and test value-added 

drops to +0.68, and the relationship is visually looser in the scatterplot (Figure 3). This also 

translates into a drop in the number of schools with the same grade, to 67.1% (Table 4a). 

This is probably mostly because the testing regime in high school is different from that 

used in middle school where the 8th grade scores, used as a covariate in the value-added 

model, comes from.  

VI.C. Correlation between Levels and Value-Added for High School 

Graduation and College Entry  

 Part of the contribution of this article is highlighting the potential of applying 

value-added to outcomes beyond test scores. We extend here the idea to high school 

graduation and college entry, but the same logic applies to essentially any student outcome. 

 The scatterplots comparing levels and value-added for high school graduation and 

college entry are shown in Figures 4 and 5, respectively. The correlation between levels 

and value-added increases to +0.90 for high school graduation and +0.80 for college entry. 

The slopes of the relationships between levels and value-added are nearly identical across 

the three outcomes (test scores, high school graduation, and college entry). As with value-
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added to test scores, these results are averaged across four years, though averaging has 

limited impact on the results. 

 Tables 4b and 4c show the equivalent results with transition matrices. Switching 

from high school graduation levels to value-added, 77.9 percent of schools remain in the 

same category. The equivalent number is 69.3 percent when switching from college entry 

levels to college entry value-added yields.  

 In most respects, the results here are unsurprising, but they are still enlightening 

given how little attention has been paid to broadening the application of value-added. It is 

noteworthy that switching to value-added for a given set of student outcomes seems to 

have almost as large an impact on school performance ratings as changing the outcome 

measures themselves. Comparing Tables 2a-2b (multiple measures) with Tables 4a-4c 

(value-added), in particular, we see that performance categories are affected in quite 

similar ways when adding value-added, which adjusts a given set of outcomes, as by 

adding high school graduation or college entry, which are entirely different student 

outcomes.  

VII. Policy Simulations for Switching from Levels to Value-Added 

 A key difference between adding value-added and adding additional student 

outcomes like college entry is that the former is more a matter of statistics and the latter is 

more about values. That is, whether we add college entry depends in part on what long-

term outcomes policymakers value most (college is entry is related to almost all of them). 

With value-added, in contrast, policymakers have already picked the outcomes (e.g., test 

scores), and the question is whether they support the principle that performance measures 

should focus on what educators can control. Research suggests that value-added measures 

are less biased measures of contributions to student outcomes, at least with regard to 
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student test scores (Chetty et al., 2014; Guarino et al., 2015).25 Further, since the measures 

themselves have consequences for schools, adding value-added measures to school 

performance indices could improve school performance. The remainder of this section 

attempts to quantify that impact. 

VII.A. How Does the Use of Value-Added Matter with Single Measures? 

 To provide a sense of the potential impact, we carry out a policy simulation 

focusing on one mechanism through which better performance measures could improve 

schools. Specifically, we simulate a policy of taking over the bottom five percent of 

schools every year, for each of four years, and replacing that school with another. A similar 

policy (without explicit percentages) has been implemented in New Orleans in recent years 

(Bross, Harris, & Liu, 2016). This policy is also similar to a fully implemented version of 

NCLB or ESSA, both of which emphasized state intervention in low-performing schools. 

The idea is also reinforced by evidence that test-based accountability seems to have a 

greater impact on low-performing students (Deming & Figlio, 2016). 

 The transition matrices discussed above provide some indication of what would 

happen. The top of Table 3, as discussed above, shows that some of the eight percent of 

schools that are in the F category based on test levels (sufficient for state intervention in 

Louisiana) are in the B and D categories under value-added, and would therefore not be 

subject to intervention. Instead, some of the schools initially receiving higher ratings would 

experience intervention. This same logic can be seen in Figures 2-5 where the observations 

in the upper-left box are those that have higher-than-average test scores, but low value-

added. These schools might benefit from intervention, but the accountability system 

instead rewards them for their high outcomes levels.   

 In any study of closure and takeover, it is important to consider the quality of the 

replacement schools. In New Orleans, for example, the replacement schools from the city’s 

																																																								
25 The studies cited here focus on teacher value-added. There is far less evidence on school value-added, but 
see: Kane and Staiger (2002) and Ladd and Walsh (2002). 
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charter authorization process tended to be near the average. So, one option would be to 

assume that the replacement schools have value-added at the 50th percentile (as of the year 

the policy starts).26 We chose to replace schools with the median because this is how the 

policy played out in New Orleans (Bross, Harris, & Liu, 2016). This is also more 

reasonable that it might seem because a more common policy is to close schools entirely 

and move students to other existing schools. That is, it might not be realistic for a takeover 

school to be immediately as effective as the districtwide median, but it may be realistic to 

assume that students move to schools with average value-added for the district. Naturally, 

lowering the choice of replacement school attenuates the effect of adding value-added, 

though perhaps to a lesser extent than expected given that the same assumption about the 

replacement school’s performance percentile has to be made when using both levels-only 

and the levels/value-added mix.  

 The simulation shows that taking over the bottom five percent of 

elementary/middle schools on the basis of a 50-50 mixture of test score levels and value-

added, as opposed to the more standard levels-only measure, would increase the average 

performance of the original bottom 20 percent of schools by 0.015 student-level standard 

deviations (see Table 5 Panel A). The number might seem modest, but note that this 

change is accomplished only by changing the measurement and represents only a single 

year of achievement growth, setting aside the potential accumulation of gains across years. 

(Note that we focus on the bottom 20 percent of schools because these are the only schools 

directly affected by the policy.) 

 Table 5 Panel B provides simulations of the same policy for high schools. To 

simplify matters, with three different outcome measures, we start by showing, in the first 

three columns, how value-added would change when switching from levels-only to the 

																																																								
26 In some earlier versions of this work, we also considered that the distribution of school value-added may 
not be smooth and therefore we ran the simulation using the 45th, 50th and 55th percentile and average the 
three together. However, this had essentially no impact, and this is why we report only the results based on 
the median. 
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levels/value-added mix under an accountability system that only uses each outcome 

measure separately. The first column, for example, tells us how value-added to high school 

test scores in the bottom quintile would be affected by the switch from levels to 

levels/value-added mix if test scores were the only outcome measure. The answer is similar 

to what we found with elementary school test scores as achievement levels improve by 

+0.029 student-level s.d. The effects on high school graduation and college entry are +0.3 

and +0.9 percentage points, respectively. When we switch to school-level s.d., so that we 

can compare the test score results to high school graduation and college entry, the effects 

appear largest for test scores (+0.076 school s.d.), followed by college entry (+0.070 

school-level s.d.) and high school graduation (+0.026 school-level s.d.). Panel C of Table 5 

shows the effect of switching from single-year to four-year averages, but these changes are 

small and work in no clear direction.  

VII.B. How Does the Use of Value-Added Matter with Multiple Measures?  

 As noted earlier, it is unrealistic to have performance measures with only a single 

student outcome like test scores, especially in the era of ESSA that requires multiple 

measures at all grade levels. The fourth column in Table 5 Panel B applies an equal weight 

to test scores and graduation rates. Since each outcome is included as both levels and 

value-added (also equally weighted), this means the fourth column represents four 

measures: test levels, test value-added, high school graduation level, and graduation value-

added (each equally weighted). 

 The effect of switching from levels-only of test scores and graduation to a 

levels/value-added mix reduces the effect on average value-added to test scores (from 

0.029 to 0.013), as expected given that the weight attached to the test score value-added is 

lower when graduation is also part of the mix. Interestingly, however, value-added to high 

school graduation actually increases slightly when test scores are part of the mix (compare 

columns 2 and 4). This is possible for two reasons. First, the high correlation between high 

school graduation levels and graduation value-added (0.9) means that giving more weight 
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to value-added, when graduation is the only student outcome, does not have an especially 

large effect (column 2). The second reason is that, as emphasized earlier, the effect of 

adding any one measure depends on which measures we start with and on the entire 

covariance matrix. In the case of column 4, switching to value-added means switching to 

value-added for both graduation and test scores. Moreover, it turns out that test value-

added is more highly correlated with graduation value-added (the correlation is 0.29) than 

the latter is with test levels (the correlation is 0.26). This is not the case with the other 

measures and has the effect of counteracting the more intuitive effect of reducing the 

weight on graduation value-added.27 When switching to a system with all three outcomes 

and mixing levels and value-added, so that there are now six equally weighted measures,28 

the impact on each outcome either remains steady or continues to decline.  

 This section estimates and illustrates one of the increasingly common mechanisms 

through which performance measures affect actual student outcomes. While these effects 

might seem small, note that they reflect only one of the three mechanisms, excluding 

internal school improvement and school choice processes, and these effects come at 

essentially no cost. 

VIII. Conclusion 

 In this study, we propose five principles for creating school performance measures. 

While most of these have been considered individually in prior research, the first two 

principles—the focus on predicting long-term life success and on what educators can 

control—are not often considered. We also discuss some of the trade-offs among the 

principles. 

																																																								
27 In contrast, when we compare columns 1 and 4, the effect on test score value-added drops; this is because 
the correlation between graduation levels and test score value-added (0.38) is higher than the correlation 
between graduation value-added and test score value-added (0.29).  
28 The six measures are: test score levels, test score value-added, high school graduation levels, high school 
graduation value-added, college entry levels, and college entry value-added. 
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 Our analysis shows that there is still considerable room for progress in how we 

measure school performance. State ESSA plans are still mostly inconsistent with the first 

two principles. The addition of school attendance, being planned by most states, will likely 

help make the performance measures more predictive of students’ long-term life outcomes 

(Finn, 1989; Halfors et al., 2002; Harlow, 2003; Rumberger, 1987), though the weights 

attached to this new measure are small.  

 We examine two ways to better align performance measures with the first two 

principles that most states are not relying on. First, we find that adding college entry to 

high school performance measures would change the performance categories of about one-

quarter of schools. Second, switching from outcome levels to an even mix of levels and 

value-added would increase student achievement, among the bottom quintile of schools, by 

about 0.4 percentiles and high school graduation and college entry by about 0.4 percentage 

points. 

 While the size of these effects might seem small, it is important to note, first, that 

the simulation is only designed to capture effects through the opening and closing of 

schools. Schools in the higher quintiles are also likely to respond given that families seem 

to prefer schools with stronger academic outcomes (e.g., Glazerman & Dotter, 2016). This 

is especially true among higher-income families whose children tend to attend high-

performing schools (Harris & Larsen, 2017). Perhaps the most important point is that the 

switch to value-added is essentially costless in an economic sense. It does not require any 

new data collection, only statistical adjustments in the existing ones. That is, switching to 

value-added measures can, by itself, improve average school performance.  

 Future research should do more to examine the correlations among a wider variety 

of measures that are being considered for accountability and to estimate the degree to 

which the measures predict students’ long-term life outcomes. This evidence will help 

move the field and practice toward an “optimal mix” of performance measures that 

accounts for all the various principles. As we show, all these measures are correlated with 
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one another, so changing the mix of outcomes, especially when this means adding many 

outcomes, may not have much practical impact. 

 As with everything else in education policy, policy design and implementation 

matter in accountability. These results may inform states as they move forward with their 

renewed flexibility under ESSA. School accountability, and the performance measures they 

rest on, have the potential to facilitate school improvement, but also to undermine it. All of 

the various principles of performance measurement, and their practical consequences, need 

to be considered.  
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Figure 1 
Diminishing Marginal Returns to Additional Measures (Simulation) 
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Figure 2 
Scatterplots of Levels and Value-Added: Elem/Middle Test Scores (LA) 

 

 
Notes: The scatterplot in Figure 2 shows the correlation between four-year averages of school-
level test levels (y-axis) and school value-added (x-axis) for Louisiana elementary/middle 
schools. The correlation is listed at the bottom of the figure. 

 
Figure 3 

Scatterplots of Levels and Value-Added: High School Test Scores (LA) 
 

 
Notes: The scatterplot in Figure 3 shows the correlation between a four-year average of school 
value-added (x-axis) and average test levels for Louisiana high schools. The correlation is listed 
at the bottom of the figure. 

 
Figure 4 

Scatterplots of Levels and Value-Added: Graduation (LA) 
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Notes: The scatterplot in Figure 4 shows the correlation between a four-year average of 
graduation value-added (x-axis) and average graduation levels for Louisiana high schools. The 
correlation is listed at the bottom of the figure. 

 
Figure 5 

Scatterplots of Levels and Value-Added: College Entry (LA) 

 
Notes: The scatterplot in Figure 5 shows the correlation between a four-year average of college 
entry value-added (x-axis) and average college entry levels for Louisiana high schools. The 
correlation is listed at the bottom of the figure. 
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Table 1: Summary of State ESSA Plans 
 

 

VAM or 
SGP 

Growth 
to 

Target 

Test 
Score 
Level 

Weight 
(%) 

Growth 
Weight 

(%) 
Outcomes (other than math and reading test 

scores) 

Test 
Score 
Level 

Weight 
(%) 

Growth 
Weight 

(%) 

Grad 
Level 

Weight 
(%) 

Outcomes (other than math and reading test 
scores and graduation) 

Alabama  -  - 40% - ELL, attendance  20% 25% 30% ELL, attendance, college & career ready  
Alaska -  - 36% - ELL, attendance  40% - 30% ELL, attendance, freshmen on track  
Arizona SGP Y 30% 50% ELL, acceleration/readiness  30% 20% 20% ELL, college & career ready 
Arkansas SGP - 35% 50% ELL  35% 35% 15% - 
California - Y - - ELL, attendance, suspension - - - ELL, suspensions 
Colorado SGP Y-ELL 23% 40% ELL, science ach., attendance 20% 20% 15% Science, dropout  
Connecticut - Y 31% 41% Attendance, HS grad on-track, phys. fitness  52% 28% 15% Attendance, college entry 
Delaware - Y 30% 40% ELL 40% - 15% ELL 
Florida VAM - 25% 51% Science achievement 20% 40% 10% Science & SS, acceleration 
Georgia SGP Y 30% 31% ELL, Beyond the Core, Science & SS 20% 27% 15% ELL, science & SS 
Hawaii SGP Y-ELL 40% 40% ELL, attendance 30% - 50% ELL, attendance 
Idaho - Y 36% 36% ELL, student satisfaction survey 45% - 23% ELL progress, college & career readiness 
Illinois SGP Y 20% 50% ELL, attendance, school climate 20% - 50% ELL, attendance, climate surveys 
Indiana SGP Y 43% 43% ELL, attendance 15% 15% 30% ELL, college & career readiness 
Iowa SGP Y 28% 47% Test participation, conditions for learning 20% 40% 15% ELL, test participation, learning conditions 
Kansas  - - - - ELL - - - ELL 
Kentucky - Y 20% 25% Ach. gap, transition readiness, opport./access 15% - 10% Gap closing, transition readiness  
Louisiana VAM - 50% 25% ELL measure 21% - 42% ELL 
Maine VAM - 42% 38% ELL, attendance 40% - 40% ELL, attendance 
Maryland SGP Y-ELL 20% 25% ELL, attendance, school climate 30% - 15% Attendance, college readiness 
Massachusetts SGP - 40% 25% ELL achievement 33% 20% 6% ELL 
Michigan SGP Y - - - - - - - 
Minnesota - - - - Attendance - - - Attendance 
Mississippi - - 34% 29% ELL  15% - 20% ELL  
Missouri - Y 40% 30% ELL, attendance  - - 

  Montana - Y 25% 30% ELL, attendance 30% - 25% ELL 
Nebraska - Y - - - - - 

  Nevada SGP Y 25% 20% ELL, attendance, school climate 25% - 30% ELL 
New Jersey SGP - 30% 40% ELL, attendance 30% - 40% ELL 
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New Hamp. SGP - - - - - - - - 
New Mexico VAM - 33% 42% ELL 25% 30% 13% ELL 
New York SGP - - - - - - - - 
North Carolina VAM - 80% 20% - 20% - - ELL 
North Dakota - Y 30% 30% ELL, climate, engagement 25% 21% 16% GED Completion 
Ohio VAM - 20% 20% Gap closing, literacy improvement 20% 20% 15% Attendance, discipline 
Oklahoma VAM Y-ELL 35% 30% ELL, attendance 45% 10% 10% ELL 
Oregon SGP 

 
22% 44% ELL, attendance - 0% - ELL 

Pennsylvania VAM Y-ELL - - ELL, attendance, career readiness - - - ELL 
Rhode Island SGP Y-ELL - - ELL - - - ELL 
South Carolina VAM Y-ELL 40% 40% ELL, science & SS, learning environ. 28% 0% 30% ELL 
South Dakota SGP Y-ELL 40% 40% ELL 40% - 13% College & career ready 
Tennessee VAM - 45% 35% ELL, attendance 30% 25% 5% Graduation ready (similar to college/career) 
Texas VAM - - - ELL - - - ELL 
Utah SGP Y 33% 25% ELL 25% - 33% ELL 
Vermont SGP Y-ELL 90% - ELL 50% - 20% ELL 
Virginia VAM Y-ELL - - ELL - - - ELL 
Washington SGP - 40% 50% ELL, attendance 30% 0% 50% ELL 
West Virginia - Y 71% - Attendance, behavior 78% - - Attendance, behavior 
Wisconsin SGP Y 40% 40% ELL, attendance 40% - 40% ELL 
Wyoming SGP Y 25% 25% ELL, equity 20% 20% 20% ELL 

 
Notes: Source: Authors’ analysis of state ESSA plans with additional internet searches and corroboration with other public summaries. SGP = Student Growth 
Percentile, a form of value-added. In the Growth to Target column, Y means that the ESSA proposal uses these or very similar words. Y-ELL means the term is 
used only in reference to English Language Learners. In many states, the nature of the growth/value-added measure was unclear and we carried out additional 
searches. In other states where the weights are missing, such as New York, the application of the performance measures is through a set of decision rules rather 
than a composite index with weights. While this is a reasonable approach, it is difficult to characterize the weight attached to the various measures. The outcomes 
other than test scores and graduation rates are sometimes vaguely worded, but we use the words from the ESSA plan with minor modification (e.g., many states 
refer to “chronic absenteeism,” which we reduce to “attendance”). A dash (-) indicates that the information is missing or unclear, which is common in these 
proposals. See other notes for specific states: 
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Table 2a:  
Transition Matrix: Average Scores versus Average Scores and Graduation 

 
Letter Grade of Average Scores & Grad 

Letter Grade of Average Scores F D C B A 
Total 

F 5.4% 2.5% 0.0% 0.0% 0.0% 7.9% 

D 1.8% 10.4% 5.7% 0.7% 0.0% 18.6% 

C 0.0% 4.6% 16.4% 6.4% 0.0% 27.5% 

B 0.7% 0.7% 5.4% 17.1% 4.6% 28.6% 

A 0.0% 0.4% 0.0% 4.3% 12.9% 17.5% 

Total 7.9% 18.6% 27.5% 28.6% 17.5% 100.0% 

 
 

Table 2b:  
Transition Matrix: Average Scores and Graduation versus Average Scores, 

Graduation, and College 

 
Letter Grade of Average Scores & Grad & College 

Letter Grade of Average Scores 
& Grad F D C B A 

Total 
F 6.4% 1.4% 0.0% 0.0% 0.0% 7.9% 

D 1.4% 13.9% 3.2% 0.0% 0.0% 18.6% 

C 0.0% 3.2% 18.6% 5.7% 0.0% 27.5% 

B 0.0% 0.0% 5.7% 18.9% 3.9% 28.6% 

A 0.0% 0.0% 0.0% 3.9% 13.6% 17.5% 

Total 7.9% 18.6% 27.5% 28.6% 17.5% 100.0% 
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Table 3:  
Transition Matrix: Elementary/Middle School Test Levels-Only versus Half Levels 

and Half Value-Added 
 

 
Letter Grade of Half Levels and Half Value-Added 

Letter Grade of Levels F D C B A Total 
F 6.8% 1.2% 0.0% 0.0% 0.0% 8.0% 
D 1.2% 14.4% 3.0% 0.0% 0.0% 18.5% 
C 0.0% 3.0% 20.1% 4.4% 0.1% 27.6% 
B 0.0% 0.0% 4.5% 20.6% 3.4% 28.5% 
A 0.0% 0.0% 0.0% 3.5% 13.9% 17.4% 

Total 8.0% 18.5% 27.6% 28.5% 17.4% 100.0% 
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Table 4a:  
Transition Matrix: High School Test Levels versus Half Levels and Half Value-

Added 
 

 
Letter Grade of Half Levels and Half Value-Added 

Letter Grade of Levels F D C B A Total 
F 5.4% 2.5% 0.0% 0.0% 0.0% 7.9% 
D 1.8% 12.1% 4.6% 0.0% 0.0% 18.6% 
C 0.7% 3.9% 17.1% 5.0% 0.7% 27.5% 
B 0.0% 0.0% 5.7% 19.3% 3.6% 28.6% 
A 0.0% 0.0% 0.0% 4.3% 13.2% 17.5% 

Total 7.9% 18.6% 27.5% 28.6% 17.5% 100.0% 

	
	

Table 4b:  
Transition Matrix: High School Graduation Levels versus Half Levels and Half 

Value-Added 
 

 
Letter Grade of Half Levels and Half Value-Added 

Letter Grade of Levels F D C B A Total 
F 7.9% 0.0% 0.0% 0.0% 0.0% 7.9% 
D 0.0% 15.7% 2.9% 0.0% 0.0% 18.6% 
C 0.0% 2.9% 20.4% 4.3% 0.0% 27.5% 
B 0.0% 0.0% 4.3% 20.4% 3.9% 28.6% 
A 0.0% 0.0% 0.0% 3.9% 13.6% 17.5% 

Total 7.9% 18.6% 27.5% 28.6% 17.5% 100.0% 
 

Table 4c:  
Transition Matrix: Levels versus Half Levels and Half Value-Added College 

 

 
Letter Grade of Half Levels and Half Value-Added 

Letter Grade of Levels F D C B A Total 
F 6.1% 1.8% 0.0% 0.0% 0.0% 7.9% 
D 1.8% 13.2% 3.6% 0.0% 0.0% 18.6% 
C 0.0% 3.6% 16.8% 6.4% 0.0% 26.8% 
B 0.0% 0.0% 7.1% 18.9% 3.2% 29.3% 
A 0.0% 0.0% 0.0% 3.2% 14.3% 17.5% 

Total 7.9% 18.6% 27.5% 28.6% 17.5% 100.0% 
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Table 5 
Simulated Effects of Switching from Levels to Value-Added in a Policy Regime that 

Takes Over the Bottom 5% of Schools Annually For Four Years 
 

 School Performance Measures 
  

Outcome Measures Test 
Scores 

Grad 
Rate 

College 
Entry 
Rate 

Tests & 
Grad 
Rate 

Tests & 
Grad & College 

Entry Rate 
Panel A: Elem. Schools (1-year)      
Diff in student-level s.d. unit 0.015     
Panel B: High School (1-year)      
Test score (student-level s.d.) 0.031    0.013  0.014  
Test score (school-level s.d.) 0.071    0.029  0.032  
Grad rate  0.005   0.005  0.004  
Grad rate (school-level s.d.)  0.037   0.040  0.034  
College entry rate   0.008   0.003  
College entry rate (school-level s.d.) 	  	  0.055  	  0.022  
Overall Effect (school-level s.d.) 	  	  	  0.035  0.029  
 Panel C: High School (4-year Avg) 
Test score (student-level s.d.) 0.029    0.013  0.011  
Test score (school-level s.d.) 0.076    0.034  0.029  
Grad rate  0.003   0.004  0.004  
Grad rate (school-level s.d.)  0.026   0.040  0.037  
College entry rate   0.009   0.004  
College entry rate (school-level s.d.) 	  	  0.070  	  0.033  
Overall Effect (school-level s.d.) 	  	  	  0.037  0.033  

 
Notes: Estimates in all the panels are shrunken. The simulation involves taking over the bottom five 
percent of school for each of four consecutive years, then re-calculating the mean of the bottom 
quintile, which is most affected by the policy change. Panels B and C use the one-step value-added 
model, but differ in that the former is based on one-year value-added estimates and the latter 
average value-added across four years to reduce error. The results are reported in both the usual 
units (student-level test score deviations and percentage points) and school-level s.d. For reference, 
the school-level s.d. for test scores, high school graduation, and college entry are: 0.38, 0.11, and 
0.13, respectively. 
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